The growth of "big data" and the concomitant development of sophisticated analytical techniques for generating data, designing data sets, culling the data for patterns and trends, and identifying either individual or group prototypes of behavior raise the promise of a host of societal benefits – but also a number of more disquieting possibilities. In the education arena, the benefits include more sophisticated analyses of student learning and testing, more personalized learning, more effective delivery of educational materials, improved assessment, and more responsiveness to student needs. On the downside big data applications and products raise the possibility of discrimination as a result of profiling and tracking of students, as well as uses of student information for a wider range of purposes. With increased emphasis on the need to improve student learning, especially at the K-12 level, a number of actors are involved in marketing more sophisticated analytical products, approving the use of these products, and using them.

As all countries recognize the importance of competing in the global environment and as the world becomes more of a global village as a result of economic and social activities facilitated by the Internet, countries around the globe are directing attention and resources on improving educational achievement especially at the primary and secondary levels. With the concomitant increase in the costs of providing education and concerns about financial responsibility, heightened consideration of accountability and results, elevated awareness of the range of teacher skills and student learning styles and needs, more focus is being placed on the promises seemingly offered by online software and educational technology. Information technology companies recognize the huge market offered by K-12 education and are aggressively developing and marketing their products. Most of these companies are large international ones based in the United States, such as Google and Microsoft, but a range of new companies, still largely based in the United States, now populate the market.

This paper begins to explore the policy landscape in which the approval of “big data” educational tools is taking place in both the US and Canada. Are local schools making decisions? Or school boards? Or state and provincial education departments? Are legislative bodies or executives involved? The paper is particularly focused on exploring how the ethical issues with respect to educational
technology and big data use are being framed and whether that differs by forum and/or by location.

**Big Data in Education**

Over the last twenty years, technology has become ubiquitous in classrooms at all levels, especially at the K-12 level. As noted above, this is explained by a number of factors including the focus on STEM education, the general social trend to a more technologically sophisticated society and the need to prepare upcoming generations to compete in that environment, and the fact that computer-assisted learning might entice students into engaging with material, which might normally have appeared less attractive. But other factors are also at work here, especially the pressure for student achievement, teaching effectiveness, controlling the school budget and also the interests of the technology companies in this seeming lucrative market. Additionally venture capitalists see the growth potential in the education market and are investing in ed tech start-ups – and finally, large wealthy foundations, such as the Bill and Melinda Gates Foundation, believe that technology offers many tools for improving the educational experience for children. The confluence of the importance of education achievement and effectiveness, the reality of the digital environment which students inhabit more generally, tighter educational budgets, and the profit interests of technology companies create an environment in which schools and departments of education are under pressure to adopt technology for a range of activities.

There is no question that technology-assisted education and the analytical possibilities that are presented by big data resulting in part from such education has great potential to improve student learning, teaching effectiveness, parent engagement, and accountability. At the same time, educational technology and particularly big data raise issues about the privacy and security of student data, the role of traditional educational actors – teachers, school administrators, school boards, state and provincial departments of education, and national departments of education – as well as the role of new educational actors, particularly online and software education technology firms.

Much of the discussion about Big Data in educational journal and newsletters reports on new initiatives conducted by educational firms, the promises of Big Data, and the positive effects on student learning and achievement. For example, Darrel West in a Brookings Report presents several potential benefits of Big Data including insights regarding student performance and approaches to learning, effectiveness of techniques, evaluation of student actions, and predictive and diagnostic assessments. He also notes several barriers complicating the achievement of these benefits including the need for data sharing networks, similar data formats, and balancing vital student privacy and confidentiality with access to data for research.
purposes but cautions that "Using privacy arguments to stop research that helps students is counter-productive."  

This paper will first examine the ethical policy concerns that have arisen in discussions about the use of Big Data in education and then examines how these issues were defined and discussed in the controversy surrounding InBloom, one of the first companies to establish a large footprint in this arena. Next, we identify the various stakeholders or actors in this environment including government institutions, technology companies, non-profits, and unions, and explore the language and positions they are adopting in discussing ethical issues. Finally we conclude with an analysis of the current status of the ethical discussions about Big Data in education.

**Ethical Policy Concerns about use of Big Data in Education**

Much of the discussion about Big Data in education has been framed in terms of “privacy.” This is not particularly surprising both because privacy is viewed as a multi-faceted concept with several different components and because discussions about ethics and information technology in other sectors and over time have often been categorized under the value of privacy. We can identify at least six concerns traditionally associated with privacy that are challenged by big data generally and in the context of education.

The first is that collection of information about an individual should take place with the knowledge of the individual and that the amount of information should be minimized to that which is required for the particular purpose for which it was collected. This is the classic information privacy concern that from a policy perspective has been addressed by the Fair Information Practice Principles (FIPPs) often summarized by notice, consent, choice and transparency. These principles are the basis of much privacy and data protection legislation around the world including in the United States in the Family Educational Rights and Privacy Act (FERPA) and the Children’s Online Privacy Protection Act (COPPA) and in Canada in the Privacy Act, governing the public sector, and the Personal Information Protection and Electronic Documents Act (PIPEDA).

Although many have questioned the effectiveness of the FIPPs approach more generally, there is almost universal agreement among privacy scholars and experts that the FIPPs approach is appropriate in the big data environment. With big data there is more collection of information, by more parties, about more aspects of an individual’s life, and with more granularity about that life. But the issue is not merely “more” or even the qualitative changes that quantity does not convey. The
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issue is also how much of big data collection takes place without the individual's awareness. As the President's Council of Advisors on Science and Technology (PCAST) noted in 2014 individuals “constantly emit into the environment information whose use or misuse may be a source of privacy concerns.”

Moreover, enhancements in digital storage capacity combined with improvements in computational power and developments of more sophisticated algorithms for analyzing data have enabled organizations to probe and dissect datasets in ways unimaginable even twenty years ago. As Rubinstein similarly points out big data make possible the extraction of new, potentially useful information from data – this “newly discovered information is not only unintuitive and unpredictable, but also results from a fairly opaque process.” The entire enterprise of big data challenges all previous ideas about how to limit data collection about individuals and how to involve the individual in the process of data collection and subsequent uses so that the individual could exercise some meaningful control.

With respect to education and big data, this issue of notice, consent and transparency becomes even more complicated than it does in other contexts both because records of children and hence the concerns of parents come into play and also because the educational relationship is mandatory, not voluntary. Educational technology firms usually do not have a direct contractual relationship with the students and parents but with the schools, school boards or teachers. Thus providing information and controls about the uses of big data are at least one step removed from the data subject.

A second concern long associated with privacy is that individuals should be able to remain anonymous or obscure if they so choose to do so. But with an ever-increasing number of social relationships and practices becoming data points, it becomes more difficult for individuals to remain unidentified or unfindable. Algorithmic searches of datasets now can rather quickly eradicate what had been high transaction costs on finding meaningful information. Most privacy and data protection laws cover "personal information" or "personally identifiable information" meaning that the information was directly associated with a particular individual. With big data, such distinctions are obviated as more and more bits of

---
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unidentified information can in effect be attached to a particular individual with just a bit of searching and analysis.

With big data, anonymization of information about individuals becomes more difficult, if not impossible, as big data makes reidentifying data rather easy. The debate about anonymity and reidentification began in 2000 with Latanya Sweeney’s study of the 1990 US Census data in which she found that one’s 5-digit ZIP code, date of birth, and gender provided unique identification for 87 percent of the population or 216 of 248 million people. In effect few characteristics are actually needed to uniquely identify an individual, making it very difficult to anonymize databases by removing some characteristics, because the bundle of characteristics remaining will likely prove sufficient to identify individuals once a database is merged with other databases and searched using sophisticated algorithms. More recently, Sweeney and colleagues identified the names of volunteer participants in the de-identified public, Personal Genome Project by linking the Project’s profiles to public records and data mining the results.

Educational data are often stored in large, longitudinal data sets from which personally identifiable variables have been removed. These data sets are used for reporting purposes from the school to district to state or province and finally to the federal government. They are also used for research purposes to identify trends over time and to analyze factors that affect student performance. They have traditionally been referred to as aggregate, anonymized data – but this tradition is being challenged in the era of big data.

Computer scientists and privacy policy experts and advocates continue to press for better techniques for anonymizing data, for example by using only 3 digits of one’s ZIP code or redacting year of birth or day of month. However, as databases become larger and more integrated these attempts increasingly prove to be ineffective. After reviewing the computer science and legal literatures on anonymity and reidentification, Paul Ohm concludes that: “Data can be either useful or perfectly anonymous but never both.” This is a conclusion that is becoming more widely shared as various big data projects by companies such as Netflix, AOL and Google reveal that individuals can indeed be identified in studies that were using supposedly anonymous data. And there is increasing recognition that data can either be useful or protective of privacy, but not both. As a biomedical researcher
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notes: “I can’t anonymize your genome without wiping out the information that I need to analyze.” Much the same holds true in the educational context.

A third concern involves the surveillance or tracking that provides more and more detailed information for big data analytics – and that big data require to be even more powerful. A key element of this surveillance is what is now being referred to as the “internet of things,” where all our smart devices pick up and transmit detailed information. Big data not only entails more monitoring of activities and extraction of data about those activities, but also involve analysis of those activities to determine likely future activities. This more sophisticated prediction that is built into many big data analytics transforms surveillance into a more omniscient phenomenon.

In the area of big data and education, online testing and teaching programs monitor how long it takes students to answer a question or read a page – and often also capture key strokes or patterns of reading or responding that might indicate the thought processes of the student. The programs also track where (home, school, computer lab) the student is working and what time of day – and often also record what other students are working on the same programs at that time. The results of all this tracking are cross-matched with more traditional information about the student as well as new information from various devices (such as how much a student moves throughout the day or how much time a student spends on social networking sites) – and all of this is fed into predictive analytics programs to determine student learning patterns, strengths and weaknesses, and advice about how best to personalize the learning environment for that student – and raises a fourth ethical concern regarding autonomy.

Big data, especially the analytics powered by big data, challenge individual autonomy, the individual’s ability to govern his or her life as that individual thinks best. Big data algorithms jeopardize autonomy by leading people in certain directions – to buy certain items, try certain routes or restaurants – and in a certain way challenge the self as defined throughout much of Western philosophy. Some have expressed this concern as about social fragmentation into “filter bubbles,” where individuals are subject to feedback loops that limit individuals’ sense of their options. Ian Kerr and Jessica Earle distinguish among three types of predictions that affect autonomy: consequential predictions that allow individuals to act more in their self-interest and avoid unfavorable outcomes; preferential predictions that lead one to act in a way expected from the data; and preemptive predictions that are not based on the preferences of the actor but reduce the range of options available to the actor. Tene and Polonetsky point to the dangers of predictive analysis
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including the perpetuation of old prejudices and the accentuation of social stratification.¹¹

Autonomy is thus related to a fifth privacy concern associated with big data, which involves traditional due process for individuals, the principle that individuals are treated fairly and equally and not discriminated against based on race, gender, age or other personal attributes – or based on factors of which they are not aware. Big data’s use of mathematical algorithms and artificial intelligence to make predictions about individuals based on conglomerates of their information and that of others raises questions about treating individuals as individuals fairly, accurately, and in ways they can understand.¹² This concern involves issues of profiling and discrimination.

In the education environment, with its recognition of the importance of education to equal opportunity, there is a longstanding concern for not discriminating and for watching closely for subtle, as well as obvious, signs of discrimination. But with big data such subtle signs may be difficult to discern. For example, Ohm points out that “big data helps companies find a reasonable proxy for race.”¹³ But perhaps more troubling in education is that big data facilitates the creation of more refined, intersectional categories that discriminate among students in more insidious and harder to read ways. As Jonas Lerman points out: “The big data revolution may create new forms of inequality and subordination, and thus raise broad democracy concerns.”¹⁴ At a Data and Civil Rights Conference in 2014, these issues were explicitly addressed in one paper in which the authors pointed out that: “the complexity of algorithmic analysis makes identification of bias and discrimination difficult;” the difficulty of reversing or avoiding “flawed algorithmic assessments;” the danger of self-fulfilling prophecies or prejudging students; and the risk of increasing stratification.¹⁵

A sixth issue that has long been part of the debate about privacy, especially information privacy, is the question of the ownership of data about an individual. Does the individual “own” the information or does the third party holding the information in a database? Although many privacy scholars question whether the


¹³ Paul Ohm, General Principles for Data Use and Analysis,” in Julia Lane Julia Lane, Victoria Stodden, Stefan Bender, and Helen Nissenbaum (eds), Privacy, Big Data, and the Public Good: Frameworks for Engagement. New York: Cambridge University Press, 2014, pp. 96-111.


property model provides a workable framework for talking about privacy,\(^\text{16}\) the property rhetoric and rationales have become part of the policy discussion about big data, as they had been in earlier iterations of debates about privacy policy. As one moves further from either submitting personal information to one organization or clicks “I agree” on a website, any ownership in that information arguably fades. And if that information becomes part of a dataset that is then reused or reconfigured or combined with another or sold to another organization, the claim of personal ownership in that information diminishes even more.

In the education arena, student records are generally “owned” by the school or school district. The involvement of ed tech companies has somewhat muddied the question of ownership – depending on how contracts with these firms are written.

At this point in policy discussions about big data in education, the focus is on:

• the security of the data
• deidentification of student data for analytical purposes
• prohibitions on targeted advertising using student data
• ownership of information – trend seems to be that ownership should remain with the local school district
• transparency re online practices

The issue of profiling of students and the potential discriminatory effects has not yet been incorporated directly into these evolving policy discussions.

In order to provide a concrete context for understanding how big data innovations raise ethical concerns, the following section provides an overview of the controversy surrounding InBloom in New York State.

**InBloom: Controversy leads to legislation and bankruptcy**

In the fall of 2013 twelve parents filed a lawsuit to stop an agreement between the State of New York and InBloom, a nonprofit corporation started by the Council of Chief State School Officers and underwritten by a $100 million grant from the Bill and Melinda Gates Foundation and the Carnegie Corporation of New York. At the time of the lawsuit, InBloom had commitments from nine states to adopt its cloud service, although only New York, Louisiana and Colorado had actually signed contracts and were undertaking pilot efforts to upload data with the non-profit. By October 2013, New York State had already uploaded 90 percent of the data from 2.7

million public and charter school students into the system. Education technology vendors also liked InBloom and were signing on to the service.

InBloom was supposed to be a data aggregator, meant to serve as a repository for the streams of data being generated by multiple education technology sources. InBloom would allow the data gathered from disparate educational software programs and apps to be uploaded into a cloud repository, translated into a common language, and made accessible through a dashboard by teachers, school administrators, school boards, and state departments of education, along with other "third parties". Users could then track individual students' progress through various educational stages, and teachers and others could intervene or "personalize" the learning experiences of individual students as they either struggled with or needed more challenge from the curriculum.

In February 2014, the parents' lawsuit was dismissed, but by that point the New State Legislature had put provisions in the state budget restricting the State Department of Education from undertaking any contracts with third party data aggregators. InBloom closed its doors in April 2014 after school districts in Louisiana and Colorado followed New York State's lead and pulled out of pilots involving the data repository. What had ultimately led to InBloom's demise was a cacophony of voices from many sides concerned about privacy, parental consent and access to the aggregated data. InBloom's software had included some 400 "optional fields" that schools could choose to fill in and that included some fairly sensitive information such as disability status, social security numbers, family relationships, reasons for enrollment changes, and disciplinary actions.

Parents and privacy advocates balked at what they saw as intrusive data gathering that seemed like surveillance. Questions were raised about who could and would access the data, especially data like disciplinary actions, with subjective terms like "'perpetrator,' 'victim,' and 'principal watch list,'" as well as the potential for such data to be used to "stratify or channel children." Parents were particularly incensed that InBloom would not allow any opting out of the data collection. Teachers and other education professionals were concerned about state-level officials having access to student-level data, and about the potential use of
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sometimes dubious measures to assess the effectiveness of teachers in the classroom.

But to really understand the morass that was InBloom, it is necessary to take another step back and describe the controversy surrounding the Common Core State Standards (CCSS) and the US Department of Education’s Race to the Top initiative. Launched in 2009, the Common Core State Standards are meant to harmonize "learning expectations" across states for students at different grade levels leading to "college- and career-ready" outcomes. The initiative was organized by the National Governors Association and the Council of Chief State School Officers and the standards were written by working groups of academics, education advocacy groups, and experts from testing companies. Only after teachers’ unions protested were K-12 educators added to the working groups. The CCSS guidelines outline the skills students should have mastered at each grade level; they are not a curriculum. So school districts and teachers could craft their own teaching plans, although testing would eventually align across districts and states to harmonize expectations of student achievement. As states implement CCSS, there has been a major push for education technology software solutions to provide data to assist districts with the transition to CCSS expectations and that could track student progress.

While the US Department of Education’s $4 billion Race to the Top Initiative did not require states to adopt CCSS, applicants were encouraged to adopt "college- and career-ready standards." The call for proposals also strongly suggested that states adopt technology solutions to ensure that data would drive decision making in terms of curriculum and testing for achievement. Between CCSS and Race to the Top, schools and school districts were increasingly under pressure to use education software that would improve outcomes in the college- and career-ready space, and to improve student achievement on both national and international tests. By 2013, even as most states had embraced CCSS, grass roots protests were in full swing as parents and teachers protested the educational changes suggested by CCSS, and local officials began to object to the erosion of local control of education. Some advocacy groups also chaffed at what they perceived as federal encroachment on state’s rights, despite the founding of CCSS in the Governors’ and States’ associations. Federal government funding of new assessments for CCSS was largely seen as a takeover of curriculum and instruction by the federal government.

InBloom has insisted its efforts were misunderstood. As a data repository, InBloom officials insist they were not controlling or using data, simply storing it for schools and school districts to have easier access across the large number of data platforms, software, and apps. In other words, they were to be a middleman between software
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vendors and school districts, with the districts controlling their own data.\textsuperscript{22} InBloom was not alone in the data aggregation space; there are a number of data aggregators who are currently doing exactly what InBloom had promised to do, including Pearson (PowerSchool student information system) and Clever, based in San Francisco. Pearson and Clever both house data on 13 million school children and 15,000 school districts respectively.

However, InBloom got caught in the middle of the national debate about the future of education, and privacy became the issue that would unite the opposition and prove convincing to legislators that a limit had been reached. It didn’t help that InBloom fought all efforts to allow parents to opt out of the service, and that the New York State Department of Education refused to listen to public concerns over access to the data. The controversy ballooned into a large scale lack of trust in InBloom and widespread perceptions that InBloom and the State were arrogant and insensitive.\textsuperscript{23}

The confounding of CCSS and InBloom, however, did not mean that privacy protests about InBloom were not legitimately about privacy. Critics justifiably pointed out that InBloom and the NY State Department of Education hadn’t fully assessed risks and liabilities surrounding both privacy and data security. Parent and teacher groups began to coalesce around the privacy issues and new organizations began to form that objected to privacy violations within the InBloom context. The Parent Coalition for Student Privacy, an advocacy group started by Leonie Haimson, a parent advocate in New York City, and Rachael Strickland of Colorado, was particularly effective at articulating the objections of InBloom adversaries, including the threats to student privacy through the weakening of FERPA, data sharing practices among school districts and states, the development of longitudinal data tracking systems, and the push for continuously quantifying students for personalize learning. Of particular concern was the sharing of data with for-profit data-mining vendors and other third party commercial concerns who might then market products directly to students, or the theft of student data by hackers.\textsuperscript{24}

\textbf{Policy Discussions – Responses to Ed Tech and Big Data}


In this section we identify three large actors that have participated in policy discussions thus far and that are likely to continue to be key actors – government and public sector institutions at the federal, state/provincial, and local school level; the education technology companies; and the advocacy community, particularly nonprofits and unions. Our goal here is to identify the themes and discourse that is emerging at this stage of the debate about these ethical issues, to examine how they vary by actors, and how they vary between the US and Canada.

*Federal Level*

United States: In the United States, four federal statutes affect student data privacy and the student data gathering activities of other entities. First is the Family Educational Rights and Privacy Act of 1974 (FERPA), which requires schools in principle to acquire consent before disclosing student information but allows a number of exceptions including to “organizations conducting certain studies for or on behalf of the school.”25 Additionally, collection and dissemination on students may be subject to the Children’s Online Privacy Protection Act of 1998, and amended in 2013, affecting primarily private sector activities and enforced by the Federal Trade Commission. Third the Protection of Pupil Rights Amendment of 1978 governs the administration to students of a survey, analysis, or evaluation that concerns one or more of the following eight protected areas:

- political affiliations or beliefs of the student or the student’s parent;
- mental or psychological problems of the student or the student’s family;
- sex behavior or attitudes;
- illegal, anti-social, self-incriminating, or demeaning behavior;
- critical appraisals of other individuals with whom respondents have close family relationships;
- legally recognized privileged or analogous relationships, such as those of lawyers, physicians, and ministers;
- religious practices, affiliations, or beliefs of the student or student’s parent; or,
- income (other than that required by law to determine eligibility for participation in a program or for receiving financial assistance under such program).26

Finally the Education Sciences Reform Act of 2002 strengthens confidentiality requirements for student records especially with respect to the activities of the National Center for Education Statistics (NCES).

The application of these laws to big data in education is still unclear. At the US Department of Education, the initial emphasis in 2012 was on Big Data as a source of information for making teachers more effective: “this is where “big data” comes in. As technology is used to support instruction and assessment, we’ll have more and more information available about what works, for what type of learners, under what conditions.”27 The continuing focus is primarily on big data’s availability, ease of collection, low cost, and potential for providing more and more granular
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information about how and why students are learning, as well as possibilities for predicting student learning and enabling early interventions to improve the learning process.

In 2012, the Department of Education’s Office of Educational Technology contracted with SRI International to do a report on “Enhancing Teaching and Learning Through Educational Analytics and Data Mining.”28 The authors identified three challenges – technical, institutional capacity, and privacy and ethics. Privacy and/or confidentiality does not appear to be a particular concern until 2014, following the OSTP and PCAST reports on Big Data and Secretary Duncan’s interest in the topic. The Chief Privacy Officer gave an update on privacy, including Big Data, at a National Forum on Education Statistics.29 She noted concern about marketing student data and the need for “self-policing” by commercial entities, and the OSTP Big Data May 2014 Report’s recommendation that “The federal government should ensure that data collected in schools is used for educational purposes and continue to support investment and innovation ...it should explore how to modernize the privacy regulatory framework under FERPA and COPPA ....” She emphasized the trend that schools are contracting out school functions, that schools have more and new types of data, that data are not collected using the traditional 2-party contract model, and that more data are commercialized. But she also noted that most of the activity, and responsibility, is at the state level. The Department of Education’s primary role would then be support and training with an emphasis on providing transparency.

In February 2014, the Department of Education’s Privacy Technical Assistance Center issued a brief addressing requirements and best practices in protecting privacy while using online educational practices. Its response to the questions of whether or how FERPA and PPRA covered online educational services and protected student records in this environment was basically – “it depends. Because of the diversity and variety of online educational services, there is no universal answer ...”30

ED has also been offering guidance to states on statistical methods to protect student privacy and confidentiality when aggregate data is released, which may unintendedly disclose personally identifiable information. The possibility of such unintended disclosures increases with Big Data. As can be gleaned from the above, there appear to be two arenas within the Department of Education in which discussions of privacy and Big Data are or might occur – the

privacy/legal/regulatory arena and the technology/private vendor arena. In the first arena, the discussion is taking place in the context of the current legal environment – without yet recognizing how dramatically and fundamentally big data undercuts this legal environment. At this point, it would appear that more resources and attention are being devoted to the latter arena.

**Canada:** In Canada, there is no ministry or department of education at the federal level as the Canadian constitution gives the provincial governments exclusive responsibility for all levels of education. The two federal privacy laws, however, affect student privacy and the activities of educational technology firms – with the Privacy Act regulating public educational institutions and the Personal Information Protection and Electronic Documents Act (PIPEDA) covering private sector entities such as ed tech companies. There is no federal law pertaining particularly to student privacy or addressing student data practices.

**State/Provincial Level**

**United States:** In the United States, the issue of privacy and student data emerged as a topic of state lawmakers due to the Snowden revelations and concerns about data surveillance generally, publicity surrounding data breaches at retailers such as Target, and the increased use of educational technology for a number of functions – administrative systems, classroom instruction, homework, student collaborations, and incorporation of social networking. In 2013, Joel Reidenberg directed a study on cloud computing in public schools, which examined found that school districts were not addressing privacy concerns in a uniform or informed manner when they transfer student information to cloud computing service providers. Based on their detailed investigation into a sample of schools, they concluded that “cloud services are poorly understood, non-transparent and weakly governed” and “an overwhelming majority of cloud services do not address parental notice, consent, or access to student information.”

In 2014, 110 student data privacy bills were introduced in 36 states with 21 states passing 24 such bills into law. The latter half of 2014 saw a shift in policy discussions from concern with data in state systems to the privacy implications of
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student data collected, held and analyzed by third party service providers following the controversies and press attention from InBloom’s activities in New York and Colorado. California passed the first law explicitly targeting online providers in its Student Online Personal Information Protection Act (SOPIPA). State legislative interest increased in 2015 with 182 student privacy bills introduced in 46 states and 15 states passed 28 new student privacy laws. Bills in 25 states were modeled after SOPIPA and in 31 states bills articulated requirements for service providers. Many states also addressed concerns about the capacity and resource needs of school districts in managing the issues around student privacy, especially with respect to staff training and explicit policies such as those for contracts with service providers.

The Data Quality Campaign identified two overlapping approaches in these state bills. First, the prohibitive approach, which restricted or prevented the collection of certain types of data (e.g., biometric) or certain uses of data (e.g., predictive analytics), was adopted in 79 of 110 bills in 2014 and 125 of 182 bills in 2015. Second, the governance approach, which established procedures (e.g., audits and inventories), roles and responsibilities to ensure appropriate student data practices, was found in 52 of 110 bills in 2014 and 122 of 182 bills in 2015. States are still sorting out the appropriate roles of state boards of education, school districts, and school boards. In 2014, 32 bills charged state boards of education with student privacy responsibilities and 7 of these became law; 28 bills gave this responsibility to school districts. In 2015, 35 bills charged state boards of education with student privacy roles and 5 of these became law; 63 bills gave this responsibility to school districts and 9 became law; and 23 bills tasked local school boards with the responsibility and 7 of these became law.

Canada:

School Districts and Schools

Big Data Companies

Educational technology is shaped by the changes in the education space itself; everything from financial constraints on schools and school boards, new demands for accountability and outcome measures, innovations in teaching and learning, and new laws and requirements (both state and federal) have driven the market for new technologies and the data generated by them to inform decision making around teaching, learning and policy. The education technology sector is booming, with more than $1.8 billion in venture capital currently being invested in the estimated $8 billion market for education technology software. This has meant a surge in new startups, increasing attention paid by large and established technology companies, and increased competition for domain space. During and in the wake of the InBloom saga, major companies like McGraw Hill Education, Pearson, and even News Corp

35 Data Quality Campaign, 2015
36 Data Quality Campaign, 2014 and 2015.
had developed data tracking software for education. Facebook, Google, and Microsoft have also acquired or are developing their own education software subsidiaries. Rather than kill the education software sector, the demise of InBloom simply provided more space for other companies to come in and fill the void.

**Nonprofits and Unions**

While the education technology sector explodes, the student privacy advocacy space has also welcomed new actors, both for and against the use of data in education. Those advocating for the development of education technologies tend to focus on the benefits of using technology in offering teachers, schools and education policy makers the kind of evidence that would lead to more success in the classroom. These groups, including the Data Quality Campaign (DQC), the Future of Privacy Forum (FPF), the Consortium for School Networking (CoSN), the Student Privacy Resource Center (FERPASherpa), and the Software and Information Industry Association (SIIA), among others, are largely funded by large technology corporations and their foundation arms. Their websites and informational brochures tend to focus on the benefits of using technology and data in the classroom, along with information about the various privacy laws and current student privacy protections.

Among the activities of these organizations are the creation of "pledges" and "certifications" that educational technology companies and education leaders could sign on to by promising to adopt prescribed privacy practices. The Student Privacy Pledge, for example, was developed by FPF and SIIA as a way for educational technology companies to pledge to more open communication about their products and privacy safeguards and to encourage the adoption of practices that "meet or go beyond" federal regulations. The website claims 243 current signatories. CoSN is also developing a "Trusted Learning Environment Seal" targeting "school system leaders" who have undergone the organization's certification programs to become "certified education technology leaders." Finally, DQC also targets school leaders with information about communicating about the benefits of using data on student achievement, and on applicable privacy laws and protections through online training modules and awards for state and local officials who "have embraced a culture of data in service of students."
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Some question the efficacy of privacy pledges and certification, even as the President and others have embraced the movement. Natasha Sanger, reporting in the New York Times Bit Blog in February 2015, noted that a Student Privacy Pledge signature does not guarantee that companies have adopted the best encryption practices to protect student data on unsecured networks. Additionally, the education technology companies that sign the pledge, while promising to protect student data, do not commit to protecting teacher and/or parent data collected.42 Others have raised issues of data privacy equity as well. While well-funded school districts might be able to afford well-designed education software and apps with top-of-the-line privacy and security protections, poorer school districts may find they rely more on free software from non-profits or fledgling startups that might not be able to afford the best data encryption measures, regardless of whether they have signed a pledge to do so.43

43 Sanger outlines instances of poor data encryption, and issues of equity are brought up in "From Mining to Minding Student Data," EdSurge, accessed March 8, 2016 at https://www.edsurge.com/research/special-reports/state-of-edtech-2016/k12_edtech_trends/data_privacy